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Introduction

Motivation: Chinese is a language derived
from Oracle Bone Inscriptions (pictographs),
which is essentially different from English or
other phonetic languages. Radical is a semantic

which might help us to recognize semantics.
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Challenges:

e Radical is usetul, but how to introduce it to existing works is difficult.
® The properties of Chinese is hard to model.

e How to combine radicals with other features is also challenging.

Table 1: Characters with the same radical “insect”. Table 2: Words with the same character “cattle”.

Chinese Characters Radical English Chinese Words| Chinese Characters | English
LG L2} fly NS 7y (male) + 2| (cattle) bull
11 L2} mosquito 4 (female) + 2 (cattle) | cow
i 22} bee /} 7 (cattle) + @4 (milk) milk
Gill =2 louse IR 2t (cattle) + A (meat) beef
iV H ant = - (cattle) + | (horn) horn

Radical-aware Attention-based Four-Granularity model

Different from previous work, our goal is to take advantage of radicals and
leverage four different granularities of features to comprehensively model
Chinese texts. Furtherly, we systematically integrate these features into the
task of Chinese text classification, so that to deal with the huge difference
between Chinese and English.
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Implementation

e Given: A predefined set of tags U.

® Inputspace:  An untagged textT.
e Output space:

e Task: To learn a classification function F: F (T) — P.

Hidden Representation Calculation:

The most appropriate assighment P € U.

hy = LSTM (T 11, 20).
he = LSTM (141, 21),

ye = [he, e,

Given a specific feature embedding sequence
of a sentence s = {x4, X5, ... , Xy}, the hidden
vector of a BLSTM is calculated as follows:
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Attention Mechanism: o =[ay, ., .o ], o= f(yC,er), 1 <e<m,
1) To capture the interrelations 8 = [B1, .., B, -, Bal, B = F(yh, €5*), 1 < 0 <,
between radicals and their exp (o)) m
corresponding characters or NS e (o) where Z i =1,
words; N ) i
C 1 : erp
2) The radical information can be B ST o 9( 7 where ) | fj =1,
. s : o=1 €LP Py =1
further modified by the attention - o
weight sum of character context sre N7 g af. STV — w
= Yer €50 = D DPoYs
and word context. Z ezzl e ’ QZ::I
Prediction:

Con =y, Py,, O =sigmoid(Conx W), P =argmax (softmaz (O)).

Objective Function:

K
Loss=— Y > piT)logpi(T)

TeCorpus 1=1

Table 3: Statistics of dataset#1 and dataset#2.

Experiments

Dataset Count | Len (Avg./Max) | Class
Dataset#1 Train | 47,952 17.8/56 32
1. Dataset: We conduct experiments Test | 15,986 177756
Train | 36,431 16.7 /46
on two real-world datasets. Dataset#2 | —75"557 B 32
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2. Experimental Results of Different Methods

Table 4: Experimental results of different methods on dataset#1 and dataset#2.

® WOI‘d-lEVel l‘adicals are Methods Dataset#1 Dataset#2

. ki (P, R) ki (P, R)
WOI‘thy of attention. SVM + BOW (W) 07552 (0.7639, 0.7514) | 0.7341 (0.7459, 0.7303)
SVM + BOW (C) 0.7421 (0.7440, 0.7420) | 0.7252 (0.7268, 0.7255)
SVM + BOW (RY) 0.6834 (0.6913, 0.6800) | 0.6762 (0.6858, 0.6729)
, SVM + BOW (R°) 0.4697 (0.4652. 0.4809) | 0.4691 (0.4636, 0.4813)
e Our model (R AFG) gains a LSTM (EC) 07077 (0.7108. 0.7077) | 0.6871 (0.6926. 0.6887)
LSTM (E™) 0.8029 (0.8034, 0.8031) | 0.7875 (0.7893, 0.7885)

higher performance than
any other comparison

Four LSTMs (E"Y + E¢ + ER~ + Ef)
Four BLSTMs (E" + E€ + ER" + ERY)
C-LSTMs (EW + E©)

0.8072 (0.8078, 0.8074)
0.8098 (0.8103, 0.8103)
0.8112 (0.8118, 0.8115)

0.7904 (0.7912, 0.7910)
0.7915 (0.7925, 0.7921)
0.7931 (0.7944, 0.7929)

C-BLSTMs (EW + E©) 0.8128 (0.8135, 0.8131) | 0.7956 (0.7951, 0.7972)
methods Ours (RAEG) 0.8181 (0.8181, 0.8187) | 0.7999 (0.7993, 0.8010)
B o o o s ot o s e s oo e e s oo s e s o s s D+ T ¢ D+ o s s+ o ¢ e s D ¢ o o e = s e+ e s =D =+ = ¢ = — 0

3. Discussion

e The peaks and valleys exactly
reflect the classification effect
of radicals.

Radicals can help recognize
semantics and classify
Chinese texts.

For example, the original
meaning of radical “clothing”
is closed to the concept of
class “dress”, where the high
tf-idf value is a convincing
indication.
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® Our work presents a novel insight on how to leverage radicals.

Tf-idf Value

4. Conclusion

e Simply introducing radicals to Chinese text classification cannot improve
the performance well.

e Making rational use of radicals is necessary.
e Attention mechanism in RAFG can enhance the effect of radicals.

e Extensive experiments demonstrate the superiority of our model and the
effectiveness of radicals in the task of Chinese text classification.




